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Motivation: Video Generation vs. World Models
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Are Video Generation Models World Worlds?
Not Yet!

Our work: How can we leverage the advancements in scalable video
generative models for developing interactive visual world models?
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World Models: Model-based Agents:

internal models of how the Act through an optimization procedure
world works (planning) running the world model.

Yann LeCun. A path towards autonomous machine intelligence. 2022.
Dan Klein and Pieter Abbeel. Introduction to Artificial Intelligence.




Task: World Models as Interactive Video Prediction

A process of making decisions
and imagine outcomes:
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A problem with fundamental connection to
video prediction/generation models, referred to
as interactive video prediction



Data: Towards a General World Model

General world knowledge for a variety of downstream tasks
from abundant in-the-wild videos on the Internet

v Task-agnostic
v' Widely available
v" Broad Knowledge

Something-Something V2 Ego4D
Goyal et al. ICCV 2017 Grauman et al., Facebook Al. CVPR 2022



Model: Recurrent World Models Have Limited Scalability

DreamerV3: Naturally allows step-by-step transitions but with limited capability

A case study on Minecraft

Ground
truth

Prediction
(DreamerV3-L)

High-fidelity
Minecraft
simulation:




Model: Video Generative Models Have Limited Interactivity

Typically design non-causal temporal modules

4

Provide only trajectory-level interactivity

« Allow text/action conditions only at the
beginning of the video

« Lacking the ability for intervention during
simulations

« Typically produce videos of a fixed length

Our work: achieve step-level interactivity
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Diffusion model: Stable Video Diffusion



IVideoGPT: Interactive VideoGPT

Overview:

IVideoGPT integrates multimodal signals —visual observations (via compressive
tokenization), actions, and rewards—into a sequence of tokens, and providing interactive
experience via next-token prediction of an autoregressive transformer.

v' Scalability

v Interactivity

Encoder Encoder
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Compressive tokenization Interactive prediction with Transformers



Compressive Tokenization

Transformers particularly Commonly used
shine when operating over ‘ visual tokenizer:
sequences of discrete tokens VQGAN

Context frames independently tokenized:

* Rich in contextual information

« Discretized into /V tokens each frame:

z,gl:N) = FE.(0¢),00 = D.(z) fort=1,...,Tj

« To tokenize future frames as well? Low efficiency!

(1p = 1 for simplicity)



Compressive Tokenization

(1p = 1 for simplicity)

Future frames conditionally tokenized:
« Temporal redundancy between context and future frames

« Discretized into n < N tokens each frame through
conditional VQGAN:

A

z,ﬁl’”) =FE, (o1 | 01.15) 0t = Dy (2¢ | 01.13,)  fort =T +1,..

| I | | I |
conditional encoder conditional decoder

« Conditioning mechanism using cross-attention between
multi-scale feature maps (the same as in ContextWM)

Wu, Jialong, et al. Pre-training Contextualized World Models with In-the-wild Videos for
Reinforcement Learning. NeurlPS 2023.
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Compressive Tokenization

(1p = 1 for simplicity)

Overall objective:

To
Ltokenizer — Z /:'VQGAN (Ot; Ec(')a Dc())
t=1

T context frames
+ D7 Lvacan (06 By (- | ov) Dy (- | ory))
t=To+1 L :

future frames

Benefits:

v" Shorter token sequence, faster rollouts for model-based
planning and reinforcement learning

v' Maintain temporal consistency of the context much easier
and focus on modeling essential dynamics information
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Interactive Prediction with Transformers

Delineate frame boundaries and

A sequence of tokens: facilitate optional action and reward integration
}
v — (zP, 2 rs1, 20,2 s1, 2 zgz;gl, . )
context frame slot token future frame

Total length L = (N + 1)1y + (n+ 1) (T — Ty) — 1 grows linearly with frame numbers but at a
much smaller rate (n << N)

GPT-2 size,
LLaMA architecture:

Embrace the latest innovations
for LLM architecture

a,
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Pre-Training and Fine-Tuning

Human
Manipulation

Trajectories

8 iVideoGPT

Robot
Manipulation

Trajectories

Action-free video prediction:

Not trained to generate context frames, * Action conditioning: linear projection and
focusing on dynamics information adding to the slot token embeddings
I * Reward prediction: linear head to the last
Loretrain = — Z logp (x; | £<;) token’s hidden state of each observation;
i=(N+1)Tp+1 mean-squared error (MSE) loss

First token index of predicted frames

Video
Prediction

/ \\

\

Visual Planning

J

.

Visual

Model-based RL

J

Flexibly incorporate extra modalities:




Pre-Training Data

@ 1M Episodes from 311 Scenes q}

P — g1
i 34 Research Labs across 21 Institutions ?

22 Embodimelnts

SR AR

527 Skills

sweep the green
cloth to the left

N pick green chip bag
from counter

Open X-

Embodiment
Padalkar et al. 2023

= set the bowl to
the right side of
StaC k the table

60 Datasets

stack cups

il —— . TR ‘E&:k red block — -
2 place the black % i W @ R i m
bowl in the dish rack B N 7 E © . \ » 7 s S see
FX : e, N ¢ K4
TIRE 4N Taco

" 1,798 Attributes + 5,228 Objects + 23,486 Spatial Relations

Jaco Play ALOHA Opening

Total 1.4 million trajectories:
. » Select 35 datasets from OXE, in addition to SSv2, by
Somethlng— excluding mobile robots, excessive repetition, and low
Something V2 image resolutions
Goyal et al. ICCV 2017

Filter out overlaps with downstream test data
«  Sampling weights based on sizes and diversity
« Varied frame step sizes, based on control frequency




Video Prediction

Per-frame tokenization suffers from temporal
inconsistency and flicker artifacts

BAIR [20] FVD| PSNR?T SSIMt LPIPS|
action-free & 64 x64 resolution
VideoGPT [97] 1033 - - -

RoboNet [15] FVDJ PSNRt SSIM1T LPIPS|
action-conditioned & 64 X 64 resolution

MaskViT [26] 133.5 232 80.5 4.2

M e - : : SVG&7] 232 230 878 60
il T T GHVAE [04] 952 247 891 36
89, . - - Fitvid 3] 625 282 893 24

MAGVIT [100] 62. 19.3 78.7 2.3
iVidSOGP'I[‘ ((())lg'g) gS.gio.zo 23.4j:0.01 82.3:005 9.5+001 1VideoGPT (ours) 63.2:001 27.8+001 90,6202 4.9:0m0

% 64%64 resolution action-conditioned &|256 X256 resolution
MaskViT [26] 211.7 20.4 67.1 17.0
?f,fgg&g%ﬂm «758 gio 4Sers 902uec: 50 1VideOGPT (oure) 1979505 2381000 80.85001 14.Ts00

Initially pre-trained action-free, Primary experiments at 64x64,
flexibly allows for action-conditioning easily extended to high resolution 256x256

iVideoGPT provides competitive performance compared to state-of-the-art
methods, MAGVIT for BAIR and FitVid for RoboNet
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Video Samples: Open X-Embodiment (Action-free)

Natural movement diverging from ground truth, without actions

I -
1 Failure cases:

: Hallucination

Left: ground truth, right: prediction.
Red border: context frames, green border: predicted frames.

16



Video Samples: Open X-Embodiment (Goal-conditioned)

Flexibility of sequence modeling

Rearranging the frame sequence ‘ Goal-conditioned video prediction

51:T — (7 01,02, ... 70T—1) P (OTO—I—lzT | 01:T07|0_T)

More accurate paths to reach specified goals




Video Samples: BAIR Robot Pushing & RoboNet

BAIR Robot Pushing Ebert et al. CoRL 2017

Action-free Action-conditioned

Resolution:
256 x 256

18



MOdel AnalyS|S 138M: 12 layers, 768 hidden dim Context frames: 16 x 16 tokens

436M: 24 layers, 1024 hidden dim Future frames: 4 x 4 tokens

° —e— From Scratoh 2.21 —— VideoGPT-138M 0 0209 Q 4x tokenizer Training GPU
—®— No Fine-tuning n = \VideoGPT-436M o ?;gg'T-iT]:S Memory (GB)
300 - Tokenizer Fine-tuned iltg —1 0.151 10.6GB Mem.
A ~&— Full Fine-tuned = 20" 5
> S S 0.101
L 200 © _g Compressive tokenizer (Ours) <
2 45 17 , 0.059 LPIPS _
o cC _( 1.46s Time 16x16 tokenizer
> 8 0.059% 7 22368 Mem. 2-2032'{51:'23
100 & Training OOM
T T T T 1.6 = T T T T T T T 0.00 + — T T
0 100 1,000 Full 0 10 20 30 40 50 60 70 10° 10" 10°
Data Size (# Trajectories) Pre-training Steps (x10%) Generation Time (s)
Few-shot adaptation: significant Model scaling: increased Tokenization efficency: memory
advantages under data scarcity computation can build more powerful ~ savings during training and faster rollouts
iVideoGPTs during generation
t=0 t=2 t=4 t=6 t=8 t=10 t=12 t=14
St?f&?on Context-dynamics decoupling:
visualizing by removing cross-
attention to context frames in the
Reconstruction decoder when reconstructing future
(w/o cross-attention frames
in decoder)

19



Visual Planning

Excellent perceptual metrics do not always correlate with
effective control performance

VP2: A control-centric benchmark for video prediction Model-predictive control

Task Definitions Planning Implementation

Environments MPPI/CEM
(Robosuite & ; -
sampling-based
RoboDesk) .
optimizers

Goal observation  Successful trajectory

Pre-trained classifier
Task instance

cost functions

specifications
Video Prediction Interface
L. # Only required to implement one function!
Tralnlng Datasets def __call__(self, context_frames, action_seq):

E inted # Input: 2 context frames & T actions
xpert scripte # Output: Predictions for T future frames

interaction datasets return model_predictions

Goal observation  Successful trajectory

Tian, Stephen, et al. A Control-Centric Benchmark for Video Prediction. ICLR 2023.



Visual Planning: VP2

W iVideoGPT (ours) ~ WmEE FitVid EEm SVG' mmm MCVD [ MaskViT Struct-VRNN -I Simulator
1.0 7

0% iVideoGPT outperforms all baselines in

5

' - -

2 06 two RoboDesk tasks with a large margin

8 .

3 04- and achieves comparable average
02] performance to the strongest model.
00- Robosuite push  Flat block Openslide  Blue button  Green button Upright block I Aggregate

. . Predicted
Video Samples: RoboSuite natural collision

RoboDesk

21



Visual Model-based RL

Model-based RL with iVideoGPT:

« Adapted from MBPO: Augments the replay buffer with synthetic rollouts into replay buffer to train
a standard actor-critic RL algorithm (DrQ-v2)

- Eliminate latent imagination: Decoupling model and policy learning can substantially simplify
the design space, facilitating real-world applications

Algorithm 1 Model-Based Policy Optimization (MBPO), adapted from [40]
1: Initialize actor-critic 74, v,5, world model py

Dreamer T TT v 2: Initialize real replay buffer D, with random policy
T T 3: Initially train model py on Dreal
— - 4: Initialize imagined replay buffer Djn,g With random rollouts using pg
5. for N steps do
Env ‘ e 6: // Training
T if model update step then
Latent Ima gi nation 8: Update world model py on a mini-batch from Dy,
MBPO 9: end if
10: Update actor-critic 74, v, with model-free objectives on a mini-batch from Djpmag U Dieal
(ours) E - 11: // Data collection
nv .
12: if model rollout step then
T (% . .
iVideoGPT 13: Sample a mini-batch of o; uniformly from Dy,
14: Perform k-step model rollout starting from o; using policy 7g; add to Dipag
15: end if
World model rollouts Standard model-free RL 16: Take action in environment according to m4; add to Dreql
17: end for

Janner, Michael, et al. When to trust your model: Model-based policy optimization. NeurlPS 2019.
Yarats, Denis, et al. Mastering visual continuous control: Improved data-augmented reinforcement learning. ICLR 2022. 29



Visual Model-based RL: Meta-world

Six Meta-world manipulation tasks Video Samples:
True and predicted rewards are labeled at the top left corner.

MetaWorld Aggregated

100 1

[e5)
o
L

[o2]
o
L

N
o
1

m—— DrQ-v2
=== DreamerV3

Success Rate (%)

N
o
1

/ === DreamerV3 (w/ PT)

MBPO (w/o PT, ours)

v === MBPO (w/ PT, ours)
-

0 . . : :
0.0 0.2 0.4 0.6 0.8 1.0

Normalized Environment Steps

 Empowered by iVideoGPT:
« remarkably improves over its model-free counterpart; matches or exceeds DreamerV3
« Baseline comparison:

« iVideoGPT trained from scratch can degenerate the sample efficiency
* DreamerV3 does not benefits from ineffective pre-training
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Summary

* iVideoGPT, a generic and efficient world model architecture based on compressive
tokenization and autoregressive transformers

* Pre-trained on millions of human and robotic manipulation trajectories

« Adapted to a wide range of downstream tasks, particularly:
« Accurate and generalizable video prediction

« Simplified yet performant model-based RL

Human Video
Manipulation Prediction )
Trajectories g
iVideoGPT Visual Planning
Robot - i
Manipulation Visual
Ueleatdils Model-based RL
& J




Open Source

¥ iVideoGPT  Public

¥ main ~ ¥ 2 Branches © 0 Tags Q Gotofile

€ Manchery Update README.md

[® assets Init commit

9 configs fix

] ivideogpt-oxe-64-act-free T ©like
# Diffusers & Safetensors 2405.15223 w > mit

Model card Files Community Settings

P mainv  ivideogpt-oxe-64-act-free

@ manchery Update README.md  474ab84  VERIFIED
i tokenizer

M transformer

s EditPins +

2413461 - last week <L) 21 Commits

& Unwatch 4 ~ % Fork 3 - Starred 68 -

Official repository for "iVideoGPT:
Interactive VideoGPTs are Scalable
World Models" (NeurlPS 2024),

6 months ago https://arxiv.org/abs/2405.15223

last month & thuml.github.io/iVideoGPT/

2 Use this model

@ 1 contributor O History: 4 commits + Add file v

12 days ago

https://github.com/thuml/
1VideoGPT
Pre-trained model, training &
inference code released
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Thank Youl!

Code Available: https://github.com/thuml/1VideoGPT
Contact: wujialong0229@gmail.com

Machine Learning Group, School of Software, Tsinghua University

http://ise.thss.tsinghua.edu.cn/~mlong/

v Tsinghua University
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